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Abstract
This report compares the two primary approaches to statistical reasoning in terms of their
application to science and research. It provides justification for the inclusion of Bayesian
ideas in curriculum and gives suggestions for how such ideas may be introduced.
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Executive Summary

Introduction

The field of statistics has two main approaches: the Bayesian approach and the frequentist
approach. This report investigates the current state of introductory, undergraduate-level
statistics curriculum with relation to these approaches.

Bayesian vs. Frequentist

The main differences between the approaches can be summarized as:
• Bayesian inference allows incorporating prior beliefs, the frequentist approach does not

• Bayesian models are more computationally expensive than their frequentist counter-
parts

• Frequentist models must be changed depending on experiment design, Bayesian models
are more easily adapted

Why Teach Bayesian?

Currently frequentist statistics dominant introductory curriculum, but there are several rea-
sons why the Bayesian approach should get more attention which include:

• The increased prominence of Bayesian inference in academia

• The trend of manipulating and misusing frequentist methodologies leading to setbacks
in the progress of science

• Bayesian models outperform their frequentist counterparts in a variety of common
applications of statistics

Application to Curriculum

Given the importance of Bayesian inference in the field of statistics, introductory courses
should adapt to include Bayesian methods in their content. It has been shown in several
empirical studies that teaching Bayesian from students’ first foray into the field can have
positive learning outcomes. These courses may either be completely Bayesian or mix ideas
from both approaches.

Conclusion and Suggestions

It is recommended that undergraduate courses that introduce statistics be modified so that
they cover both the frequentist and Bayesian approach to inference. Doing this should
increase statistical reasoning skills among the general public and decrease the prominence of
statistical malpractice.



ii

Contents

1 Introduction 1
1.1 Intended Audience . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.4 Brief History . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2 Bayesian vs. Frequentist 3
2.1 Incorporation of Prior Beliefs . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Computational Cost . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.3 Model Adaptability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

3 Why Teach Bayesian? 5
3.1 Increased Prominence of Bayesian Methods . . . . . . . . . . . . . . . . . . . 5
3.2 The Problem With The Frequentist Approach . . . . . . . . . . . . . . . . . 6

3.2.1 P Values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3.2.2 Statistical Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

3.3 Comparing Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

4 Application to Curriculum 8
4.1 Feasibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
4.2 Content of Courses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

5 Conclusion 9

6 References 10



1

Introduction
This report seeks to investigate the possibility of teaching Bayesian statistics to undergraduate-
level students in their first statistics classes. In doing this, we will examine several aspects
of the two approaches and compare and contrast them through the lens of undergraduate
education.

Intended Audience

This report is written for mathematics educators and administrators at institutions that offer
undergraduate-level statistics courses. As such, a certain level of familiarity with statistics
and mathematics as a whole is assumed in the report below.

Scope

This report covers the differences between Bayesian and frequentist statistics from a practical
point of view, but does not give a mathematically robust definition of each approach. Instead
it focuses on comparing the two in their application to science because this is how most
students taking introductory statistics courses will use what they learn.

Background

In university math departments, introductory statistics is often among the most popular
courses because of its application in a wide variety of fields outside of mathematics.The cur-
riculum taught in these classes is extremely important as a misunderstanding of the basics of
statistics continues to be a problem in many fields of research and industry.21, 17 As machine
learning and other forms of statistical reasoning become more popular, this shaky under-
standing of statistics will prove to be an even greater challenge in the near future.

Introductory undergraduate-level statistics courses have traditionally been taught using the
frequentist approach to statistical reasoning. The other main approach to statistics—the
Bayesian approach—-has historically been unfeasible for widespread use because of compu-
tational limitations. However, with the ubiquity of computing in the modern world Bayesian
models are becoming more popular in research and industry.4,11

Brief History

Statistics as a discipline traces it origins back to the first formulations of probability theory
by Gerolamo Cardano in the 16th and 17th centuries.15

Despite currently being the less popular, Bayesian statistics has a longer history than the
frequentist approach. It is built upon Bayes Theorem (where it gets its name) which was
first formulated by Thomas Bayes in the 1700s.1 The French Mathematician Pierre-Simon
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Laplace is credited with formalizing many of the statistical methodologies originally based
on Bayes’ work.17

In the early 1920s two mathematicians, Ronald Fisher and Jerzy Neyman, developed an
alternative approach to probability and statistical reasoning which we now know as frequen-
tist reasoning (also ironically sometimes referred to as ”classical” statistics).

Today the use of Bayesian statistics is increasing once again thanks to widespread computa-
tional power and the development of feasible random sampling algorithms such as Markov
Chains.
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Bayesian vs. Frequentist
The discipline of statistics is built on mathematical principles of probability and so the core
difference between these two approaches ultimately comes down to their different interpreta-
tions of probability.

In the frequentist school of thought probability of an outcome is thought to be the fre-
quency at which we get that outcome when we repeat the experiment many times. On the
other hand Bayesian statisticians interpret the probability of an outcome as our belief that
the outcome will occur.12

These definitions may seem very similar, but the small differences lead to major structural
differences as a statistical framework is built upon them. Neither definition is right or wrong,
but they have different implications for the mathematical side of statistics. Some of the most
important distinctions between frequentist and Bayesian statistics are summarized below
(Figure 1):

Figure 1: An overview of the differences between these two approaches.

In the sections below we will highlight some of these differences that will be important to
us moving forward.



4

Incorporation of Prior Beliefs

One of the main reasons that the general scientific community moved from the Bayesian ap-
proach to the frequentist in the early 20th century was the argument that frequentist statistics
were more ”objective.” This idea originated because Bayesian statistics allows statisticians
to incorporate prior beliefs about parameters into models, which some see as going against
the ethos of science.

These prior beliefs are expressed as prior distributions have an affect on the ultimate prob-
ability distribution (called the posterior distribution in Bayesian circles). Oftentimes prior
knowledge can give us a much better idea of the likelihood of an event occurring—for instance
a diagnostic test (even if very accurate) is much more likely to yield a false positive if the
disease it is testing for is rare.11 In Bayesian inference, we may include the likelihood of the
disease showing up in the general population as a prior distribution, while it is much more
difficult to build this idea into a frequentist model.

Computational Cost

Due to the use of prior distributions, it is often impossible to analytically find the true pos-
terior distribution for a Bayesian model. This means that in practice statisticians often use
random sampling from the prior to approximate the posterior. This technique is effective,
but comes at a cost in terms of computation.

Random sampling from the prior is often done using Markov Chain Monte Carlo (MCMC)
simulations which are conducted using sophisticated algorithms. MCMC simulations take
many, many computations to be effective, so they draw on more computational power than
simply examining the distribution of observed data as is done in frequentist inference.6

Model Adaptability

Another key difference between the two approaches is that frequentist statistics is built upon
a specific part of probability theory called sampling theory.22 This means the process used
to collect data must be constant and repeatable.

This has ramifications in the practical application of statistics because frequentist analy-
sis is not possible unless you are aware of the experiment design. When the same data is
collected, but with different methods of sampling frequentist inference can lead to signifi-
cantly different conclusions.11

On the other hand, Bayesian statistics allows for inference to be made on data collected
without necessarily knowing how the data was collected. This is becoming increasingly use-
ful, as data that is not collected using a well-defined experimental design is something we see
more and more in the modern information age.
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Why Teach Bayesian?

Increased Prominence of Bayesian Methods

One of the primary reasons statistics courses are some of the most popular math classes in
undergraduate programs is that statistics is often necessarily for quantitative analysis which
appears in research in almost every academic field.

In the past, when Bayesian statistics was relatively uncommon in research communities,
it made sense to only teach frequentist statistics to undergraduates because that is the kind
of reasoning they would see in any academic paper they read. However as the methods be-
hind Bayesian models have improved, more and more researchers are opting to use Bayesian
inference in empirical studies.

The figure below (Figure 2) shows the change in a proxy for the use of Bayesian statistics in
academia from 1974 to 2022.

Figure 2: Line graph showing increase in number of papers that reference the term
”Bayesian.” Data collected from the Web of Science database compiled by Clarivate.[8]
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The Problem With The Frequentist Approach

It is no secret that the scientific research community has a problem with the misuse and
abuse of statistical inference. A quick google search will yield results from well respected
journals like Nature, to popular science journalism sites like Scientific American.7,2

It is näıve to believe that using the Bayesian statistics would solve all of our problems with
statistics—especially when there exists the purposeful misuse of statistics for personal gain.
However, there are problems that arise more in frequentist statistics which could be partially
addressed by reevaluating our statistics curriculum at the undergraduate level.

P Values

One of the most common applications of frequentist inference comes in the form of the P-test
for statistical significance. Reading any scientific journal in any field you will very likely
run into a statement that says ”with significance p < 0.05 we reject the null hypothesis and
conclude that...” It is a phrase that is drilled into young scientists’ minds from their very
first introduction to the practice of statistics. However, p-values and their place in scientific
reasoning has come under increasing scrutiny as the field of statistics has evolved.

For starters, it should be noted that the de facto standard p-value of 0.05 that is seen
in so many statistics textbooks and academic publications is completely arbitrary.

The origin of this metric for the binary classification of statistical significance can be traced
back to a book from Ronald Fisher, one of the fathers of the frequentist approach (See Brief
History Section).9 In this book he posits 0.05 as a ”convenient” delineation, but does suggest
that it should be a standard.9 In many ways the arbitrary selection of a p-value to consider
significant takes away from arguments that frequentist inference is a more objective approach
than Bayesian inference.

Further problems arise when the practice of P-tests is applied by researchers. Among most
research communities, there are incentives to publish and most journals systematically favor
articles that show positive (statistically significant) results—a phenomenon called ”publica-
tion bias”.16 This has led to the widespread practice of ”p-hacking.”

”P-hacking” is a popular term used to describe a family of statistical abuses that take advan-
tage of the weaknesses of P-testing as a tool for inference. Although not always intentional,
p-hacking is an extremely common in many fields. One study from the National Institute
of Health found through a meta-analysis of thousands of openly available publications that
p-hacking was a significant barrier to science in many fields—particularly in medical and
psychological research.13 (Ironically they concluded significance based on one-sided P-tests).
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Statistical Design

Another issue we see in part because of the prominence of frequentist statistics is errors in
statistical design. As we mentioned above (see Model Adaptability), frequentist inference
requires statisticians take into account the architecture of the experiment when constructing
tests for statistical inference.

This leads to problems because a lack of planning before collecting data can lead to irre-
versible errors and even completely invalidate a publication’s findings.21 Bayesian models are
more flexible in the type of data they can use to make inferences which makes them less
susceptible to these kind of errors.

In addition to the design of tests on the data, researchers must also choose metrics for
significance and justify their choice before conducting the experiment. Certain features of
frequentist inference make transparency about the timing of analytical decisions crucial and
this is information that is easily omitted or intentionally fudged in publications.21 In Bayesian
models, much less decisions must be made a priori which leaves less room for mistakes and
malpractice.

Comparing Performance

Although the frequentist approach became dominant in the world of research after its formal-
ization in the early 20th century, Bayesian models were still used for practical problems in
areas such as espionage and military tactical decisions.20,8 The Bayesian approach to probabil-
ity survived because it was often found to be more effective than other methods in real-world
applications.

Of course, it would be a gross over-simplification to say that Bayesian models always outper-
form their frequentist counterparts. However, it is generally accepted that Bayesian inference
is optimal if the assumptions it is built on hold and there is sufficient computational resources
to approximate a posterior distribution. The latter consideration has been largely satisfied
thanks to the ubiquity of very powerful computers. There exists more nuance when looking
at the former.

Although the assumptions behind the practical application of Bayes theorem are not always
satisfied, there have been many empirical studies which have demonstrated that in many
real-world use-cases of statistics we can safely apply Bayesian inference. In particular studies
have shown that Bayesian models perform better or equally well when compared to the fre-
quentist approach in common experimental designs such as multiple treatment comparisons,
longitudinal studies, and predictive regression.10,5,18
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Application to Curriculum
The information above highlights the difference between the Bayesian and frequentist ap-
proach and details why Bayesian statistics is worth learning.

Introductory statistics courses at the undergraduate level are the only statistics courses that
many students’ will take in their educational careers—if not the only stats class they will
take, these classes often serve as the foundation for any further understanding of the field.
It then logically follows that Bayesian ideas should be at the very least introduced in such
courses.

Feasibility

For the past century Bayesian statistics has been reserved for only higher-level stats students,
so it is reasonable to ask if the ideas behind the Bayesian approach are too advanced to be
introduced in students’ very first courses on the subject.

At its core, the mathematics behind frequentist and Bayesian inference do not vary much
in terms of difficulty. This is a subjective evaluation, but it is one that has been backed up
by studies in which introductory stats classes were taught using the Bayesian approach with
successful learning outcomes.3

Content of Courses

Recommending an overhaul of all statistics courses to completely switch from frequentist to
Bayesian statistics is not only impractical, but also unnecessary.

Although Bayesian statistics is growing in popularity, it is still seen less often in research
than the classical approach. We then would want to modify our course curriculum to not
replace frequentist methodologies, but rather create new courses that introduce students to
both simultaneously.

Many statisticians agree that both approaches have their place in the world of quantita-
tive reasoning and ideally we can move forward with some combination of methodologies.19

Some may argue that this is too much content for a single introductory course and that
is something to consider. However, based on the world’s increased reliance on statistical
reasoning and how often we see the discipline being misused—an extended introduction at
the undergraduate level may be necessary.
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Conclusion
The information presented in this report offers a glimpse at the current landscape of statistics.
We have our two primary approaches to interpreting probability, Bayesian and frequentist,
which have considerable impacts on the methodologies used in statistical reasoning. As it
stands, the frequentist school of thought is favored in research and undergraduate classes,
but trends are changing.

As we continue to see the Bayesian approach increase in popularity in a variety of appli-
cations, we must reexamine the comparison between models from each side. We see that
frequentist models have been shown to be susceptible to statistical malpractice and misin-
terpretation through the use of p-hacking and incorrect test design. We also see that, even
when both methods are used correctly, Bayesian models often match or outperform their
frequentist counterparts.

Introductory statistics classes at the undergraduate level are key in many people’s under-
standing of statistics. It is therefore recommended that Bayesian inference be included in
the curriculum for these courses in some way.

The existence of established Bayesian pedagogical resources and demonstrated success of
introductory Bayesian courses tells us that Bayesian ideas can be effectively incorporated
into undergraduate curriculum. Bayesian inference should not completely replace traditional
statistics teaching, rather both should be introduced side-by-side as much as that is possible.

Our world is increasingly influenced by statistics which makes it very important that each
and every one of us has an understanding of the mathematics behind the methods. The cur-
rent introductory statistics curriculum has fallen short in preparing students for real-world
applications in research and industry.

By considering the Bayesian approach as a starting place we can re-frame undergraduate
statistics curriculum and potentially make a change that will result in a large positive impact
in both the world of statistics and humanity at large.
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